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Abstract

Due to its high energy density, liquid Hydrogen is an essential fuel for both terrestrial energy
systems and space propulsion. However, uncontrolled evaporation poses a challenge for
cryogenic storage and transport technologies. Accurate modeling of evaporation remains
difficult due to the multiscale menisci formed by the wetting liquid phase. Thin liquid films
form near the walls of containers, ranging from millimeters to nanometers in thickness.
Heat conduction through the solid walls enables high evaporation rates in this region.
Discrepancies in the reported values of the accommodation coefficients (necessary inputs
to models) further complicate evaporation calculations. In this study, we present a novel
multiscale model for CFD simulations of evaporating Hydrogen menisci. Film profiles
below 10 um are computed by a subgrid model using a lubrication-type thin film equation.
The microscale model is combined with a macroscale model above 10 pm. Evaporation rates
are computed using a kinetic phase change model combined with in situ calculations of the
accommodation coefficient using transition state theory. The submodels are implemented
in Ansys Fluent™ using User-Defined Functions (UDFs), and a method to establish two-
way coupling is detailed. The modeling results are in good agreement with cryo-neutron
experiments and show improvement over prior models. The model, including UDFs, is
made available through a public repository.

Keywords: evaporation; thin film; computational fluid dynamics; hydrogen; accommodation
coefficient; kinetic theory; multiscale modeling; phase change

1. Introduction

Hydrogen is a commonly used rocket propellant [1,2] and is poised to fuel the next
generation of green energy systems on Earth [3-7]. Its cryogenic nature poses significant
challenges for storage technologies [8-12]. During extended space missions, such as
interplanetary flights, heat leakage to storage tanks can cause substantial fuel loss due to
evaporation [13]. The development of technologies to reduce evaporative loss necessitates
an ability to model evaporation mass and heat transfer in such fuel systems [14].

Fuel systems consist of single-species liquid and vapor phases, where molecular
interactions at the liquid-vapor interface describe phase change processes [15-17]. In
contrast, phase change in systems with multi-species vapor phases is dominated by dif-
fusive resistance [18-20]. The kinetic theory of gases has long been used to study liquid-
vapor phase change in single-species systems [21]. The classical Hertz-Knudsen-Schrage
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equation [22-24] predicts interphase mass transfer for planar interfaces. Modifications to
the equation were provided by Wayner et al. [25] and most recently by Bellur et al. [26] to
incorporate the effects of curved interfaces,
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where, M is the molar mass, R is the universal gas constant, hfg is the latent heat of

vaporization, T, and T; are the vapor and interface temperatures, respectively, p, is the
vapor pressure, p, and p; are the densities of the vapor and liquid phases, respectively,
o is the surface tension, and « is the mean curvature of the interface. The superscript sat
denotes saturation properties at T,. Disjoining pressure, an intermolecular attractive force
between the solid wall and the vapor phase, is denoted by II and further discussed in
Section 2. a, and «, are the evaporation and condensation accommodation coefficients,
respectively, and their ratio B = a./a. may be assumed to be close to unity [27]. Values
of the accommodation coefficient, hereafter denoted by «, are necessary inputs to kinetic
phase change models. However, close to a century of experimental studies show orders of
magnitude of variation for common fluids [28,29]. Although the accommodation coefficient
is often assumed to be constant [30,31], molecular dynamics studies have shown variation
in its values due to temperature [32-34]. Experimental data for cryogenic fluids remains
limited [26].

1.1. Cryo-Neutron Experiments

To help understand phase change in cryogenic fluids and provide data for accommoda-
tion coefficients, Bellur et al. [35,36] conducted a series of experiments where phase change
in cryogenic Hydrogen and Methane was measured using neutron imaging. Cylindrical
test cells made of Al 6061 and SS 316 were placed inside a cryostat. Hydrogen vapor was
introduced, and the heater temperature was controlled to induce condensation, followed
by evaporation. The liquid volume was imaged using a neutron beamline every 10 s.
Neutron images were analyzed to calculate the total phase change rate as a function of
time [37]. Figure 1 shows the changing liquid volume inside the test cell and the ability to
measure evaporation and condensation rates. The data was then published in a publicly
available data repository [36]. This data serves as an ideal testbed for the evaporation
model developed herein.

Analysis of the experimental image data of the Hydrogen meniscus shows high
interface curvature and a low contact angle [37,38]. Due to the low evaporation rates in
the Hydrogen experiments (16 to 885 pg/s) [36], the meniscus shape was found to match
solutions to the Young-Laplace equation for static menisci in right circular cylinders derived
by Concus [39],

af sin i
dp — Bo f— (sing)/F+A

T
ar cos Ve {OI 2 9} @

dp  Bo f — (singp)/F+ A

where, 7 = r /R is the non-dimensional radial position for a cylindrical container of radius R,

f is the non-dimensional height of the meniscus in the axial direction above the apex,
Bo = p;gR? /0 is the Bond number for gravitational acceleration g, ¢ = tan~! df /dF is the
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slope angle, and A is twice the curvature at the apex of the meniscus determined through
a numerical procedure described by Concus [39]. € is the contact angle of the meniscus.
Experimentally measured value of & = 0 is used for Hydrogen [38].
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Figure 1. (a) Selected neutron images from the Hydrogen 10 mm Al test cell [36]. (b) The change in
liquid volume as a function of time was used to calculate the total evaporation rate [36]. (c) Three
regions of the liquid-vapor are delineated as a function of film thickness, h. The transition thin film
region near the solid wall experiences high evaporation fluxes.

Evaporation along the menisci of cryogenic fuels is anticipated to be non-uniform due
to the high surface curvature of the interface and increased heat transfer near the container
walls [40]. The low contact angles formed by liquid Hydrogen [38] result in an extended
meniscus region, where the liquid film height ranges from millimeters to nanometers. The
liquid-vapor meniscus can be delineated into three distinct regions (Figure 1c) [41]. Far
from the solid wall, the bulk meniscus region experiences curvature due to capillary forces.
In this region, the meniscus shape is described by Equation (2). However, within a few
micrometers of the solid wall, the increasing interaction between solid and vapor molecules,
due to disjoining pressure, results in a transition thin film region. Here, the diminishing
capillary pressure and increased heat conduction from the wall result in high evaporation
fluxes [16,26,41-43]. Within nanometers from the wall, disjoining pressure dominates, and
a non-evaporating film of constant thickness forms, also known as the adsorbed film. With
varying length-scales and dominant physical phenomena, modeling approaches differ
across these regions. While the extended meniscus region is a small fraction of the total
surface area, its contribution to the overall phase change rate is significant [16]. However,
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the multiscale nature of this problem poses a limitation for traditional CFD models, which
exacerbate the preexisting challenges that arise from the use of tuning parameters in kinetic
phase change models [28,44,45].

1.2. Bulk Meniscus Models

Attempts to include a phase change model into a computational fluid dynamics
framework date back to Lee [46]. Lee’s model is widely used in commercial software
packages [47,48]. It calculates the local interphase mass transfer based on the deviation
of the interface temperature from the saturation temperature. This approach neglects
pressure contributions to the phase change mass transfer and relies heavily on tuning coef-
ficients [44]. Due to its dependence on computational and physical parameters, the values
of the Lee coefficients are difficult to predict and vary significantly for similar physical
regimes and applications [49]. In recent review articles, Kharangate and Mudawar [50]
and Kim et al. [51] reported values of the Lee coefficients ranging from eight to nine orders
of magnitude, respectively. More recent work has extended this discrepancy to ten orders
of magnitude [52]. This shows that despite its widespread use, the Lee model is inherently
flawed due to its reliance on seemingly arbitrary tuning parameters.

To eliminate the reliance on tuning parameters, in a prior study [49], the authors
built a CFD routine to compute the evaporation mass flux along the bulk meniscus using
Equations (1) and (5). It was found that the vapor temperature obtained from the CFD
calculations needs to be reduced to match the vapor temperature in the Knudsen layer,
which is required as input to the kinetic equations. While CFD methods are unable to resolve
the sub-continuum temperature gradients, molecular dynamics studies have corroborated
temperature deviations in the Knudsen layer due to the non-equilibrium effects of phase
change [34,53-55]. Gatapova [56] measured Knudsen layer temperatures experimentally
during the evaporation process and found similar temperature gradients. The macroscale
bulk model developed by the authors [49] introduced the reduction factor y € [0, 1) such that,

T; = Tv(l - '7) (3)

where Ty, is the vapor temperature obtained from the CFD solution, and T; is the reduced
vapor temperature used as an input to Equation (1). The overall evaporation rate was
found to be a strong function of . The authors [49] used data from the cryo-neutron
experiments [35] (Section 1.1) to determine values of v, reporting a predictable, species-
independent relation between the evaporating molar flux and v,

— ci(exp(cafu) = 1), where, Jy = —" @)

v = c1(exp(cafm , where, [y = +— A

where Jj; is the area-averaged molar flux, Agyy is the surface area of the liquid-vapor
interface, and ¢; and c; are obtained through a methodology described in Ref. [49]. The
meniscus in the CFD domain was constructed using Equation (2); however, the meniscus
was terminated at a distance of 10 um from the wall, introducing a cutoff as detailed in
Section 3. Below this length scale, the evaporation was not modeled, i.e., the transition
thin film was not modeled. The micrometer length scales cannot be resolved by the
computational meshes used in CFD simulations. To avoid this, simplified lubrication-type
models are used to compute the interface shape and evaporation rates in the thin film [57].

1.3. Transition Thin Film Models

To model the microscale thin film region, a common approach is to take derivatives of
the Young-Laplace equation (Equation (6)) to derive a differential equation describing the
height profile of the liquid-vapor interface ( in Figure 1c). This nonlinear differential equa-
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tion is commonly referred to as an evolution equation (Equation (8)) [58]. The low Reynolds
and capillary numbers in thin film flows enable the inertial terms to be neglected [59]. The
sufficiently low aspect ratio (characteristic height to characteristic length, e = H/L) of the
transition thin film region allows the Navier-Stokes equations to be reduced by using the
lubrication approximation [60].

This approach has been extended to evaporating films with heat transfer effects [61-63].
Similar to the hydrodynamic effects, the heat transfer is also reduced to a one-dimensional
approximation and coupled with a kinetic phase change model, which supplies the ther-
mal boundary condition at the liquid-vapor interface, accounting for the latent heat
loss [42,57,64—66]. The evolution equation and the thermal-evaporation equations are
solved in tandem [16,67]. The mathematical derivation of the model used in the present
study is described in Section 2.

Transition thin film models commonly suffer from non-physical assumptions and
guessed boundary conditions [42,65,68-77]. These are generally not known a-priori leading
to a wide array of simplifications, guesses, and tuning to attain numerical stability as
described below.

*  Adsorbed film boundary conditions such as /1,4, iy and hy, are not known a-priori.
Most prior studies commonly guess or tune these boundary conditions to attain a
numerically stable solution.

*  Bulk curvature boundary conditions are generally not readily available. A com-
mon approach is to tune adsorbed film boundary conditions to match an arbitrary
bulk curvature.

e Thermal boundary conditions are generally set as a constant superheat, which forces a
uniform isothermal wall temperature condition.

*  Mass flux boundary conditions are needed at either h,; and hy, (Figure 1c), but these
are also unknown, leading to more tuning parameters.

There have been attempts to develop new approaches to thin film modeling that avoid
the assumptions listed above [16,76]. However, their applicability is limited to the thin film
region. Coupling to the bulk region, such as a CFD solution, remains a challenge. This
is particularly difficult since the model must satisfy continuity in the interface shape and
mass flux between the bulk meniscus and transition thin film regions.

1.4. Issues with Multiscale Models

Coupling the bulk meniscus solution to the transition thin film has proved challenging.
Boundary conditions at the adsorbed film are difficult to determine experimentally, and
a common approach for numerical models has been to guess the adsorbed film bound-
ary conditions using a shooting method until a match with the bulk meniscus can be
established [68,78,79]. To avoid guessed boundary conditions, some researchers have
started their solution from the intersection of the bulk meniscus and the transition thin film
region [76,78,80-82] (Figure 1c).

Bellur et al. [16] developed a multiscale model in which the bulk meniscus shape
was computed using Equation (2), but the solution was truncated at a distance of 10 pm
from the solid wall. A separate transition thin film model was solved starting at 10 pm
using the derivatives (ly, hyy) from the bulk interface shape. Abolmaali et al. [73] recently
developed a method where the transition thin film is solved using a lubrication-type model
and meshed along with the bulk meniscus for a liquid-only CFD simulation. While this
approach allows the regions to be coupled, the mesh limitations prohibit its application
to systems larger than 100 um. Furthermore, these studies do not establish a two-way
coupling between the microscale and macroscale models.
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This mismatch in the modeling approach between the bulk meniscus and transition
thin film regions presents a key hurdle for cryogenic fuels, where evaporation in the
transition thin film is known to be significant [16,21]. A method to solve the transition thin
film region and its evaporation contribution with two-way coupling in a CFD simulation
remains lacking.

1.5. Present Study

In the present study, we develop a method to model a multiscale evaporating liquid-
vapor interface in a two-phase CFD simulation without the arbitrary tuning of parameters.
Evaporation is modeled using Equation (1). The value of the accommodation coefficient, «,
is evaluated based on transition state theory [83],

— é pv
a=(1-1)ex (), 0= 3— (G))
A P
Equation (5) has been validated by molecular dynamics simulations and by experi-
mental data for cryogenic fluids [26,55,84,85] (Figure 2). This makes « a density-dependent
fluid property. Using densities from the CFD simulation allows « to be calculated in situ,
removing its use as a tuning parameter.
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Figure 2. Accommodation coefficient data from molecular dynamics [55,84,85] and experimental stud-
ies [26] with various hydrocarbons showing a comparison with values predicted by Equation (5) [83].

The simulation is set up in Ansys Fluent™ 2023 R2, and User-Defined Functions
(UDFs) are used to implement a subgrid microscale thin film model. Solid wall temperatures
are extracted from the macroscale CFD calculations and used as inputs to the microscale
model, which includes the transition thin film region. Enhanced evaporation from the
microscale model is returned to the macroscale CFD model through heat and mass source
terms. Thus, a two-way coupling is enforced between the microscale and macroscale
models. The microscale model consists of a numerical ODE solution evaluated at each CFD
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iteration. A numerical treatment is provided in Section 3 to ensure convergence of both
the macroscale CFD simulation and the subgrid microscale model. The macroscale model
developed by Yasin and Bellur [49] is used to capture evaporation at length scales above
10 um. The combined multiscale approach is used to simulate the cryo-neutron experiments.
Due to the low evaporation rates observed by the experiments [21,36,49], a quasi-steady
state approximation is made to reduce the computational complexity. Evaporation rates
from the computational model are compared with experimental measurements in Section 4,
and the distribution of mass transfer rates between the bulk meniscus and the transition thin
film is discussed. The implementation of the subgrid microscale model in Ansys Fluent™
is discussed in Section 3, and the mathematical derivation is provided in Section 2.

2. Microscale Thin Film Model

In the transition thin film region, the augmented Young-Laplace equation [25] describes
the pressure balance along the liquid-vapor interface,

po—p; =0k + 11 (6)

where p, and p; are the vapor and liquid pressures, respectively. The curvature of the
interface in cylindrical coordinates is,

K= her(14+12) 32 4 (R—h) 11+ K2)~1/2 7)

where R is the radius of the cylindrical container and 4 is the thickness of the liquid film,
i.e., the distance between the liquid-vapor interface and the solid wall in the r-direction
(Figure 3). Substituting Equation (7) into Equation (6) and differentiating along the axial
length of the cylindrical container provides a nonlinear evolution equation for the thin film,

Bhoh2,  hyhye  ho(1+H2) 1+ h? 1do  (1+K2)32 (dp, dIl
I _ xx X X h Iiiadl \ > T Px) [ “F 21
™ 14m2 R—-h ' (R—h)? Ron T )oax t o dx — dx 0 ®
Here, surface tension is a function of the interface temperature, T;,
do dTl‘
i % Ix )

where o7 = z%'" is a property of the liquid phase. The relationship between disjoining

pressure and # is indicated by experiments [86] as,

A
IT= B (10)
where A is the Hamaker constant. A value of 5.11 x 10~2! | is used for Hydrogen [87].
Equation (10) is found to be appropriate for the current case [16]; however, alternate

disjoining pressure models [88] may be used in this framework.
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Figure 3. A geometrical representation of the transition thin film with important parameters of the
microscale model.

2.1. Interface Temperature and Mass Flux

To calculate the interfacial temperature, the steady-state heat equation is used,

o[ dT

A Dirichlet boundary condition is used at the wall, describing the wall temperature
provided by the CFD simulation, which is supplied to the UDF as a continuous first-order
function, Ty, (x) (Section 3). A Neumann boundary condition is used at the interface to
account for heat conduction losses due to latent heat. The boundary conditions can be
represented as,

atr =R, T="Ty

atr=R—h, klaa_z = mllhfg

where k; is the thermal conductivity of the liquid phase. The interfacial temperature
distribution is then obtained,

Ti0) = Talo) " (3) S (R~ ) () )
k R —h(x)

Equation (1) is used to calculate the evaporation mass flux. T is reduced using y
(Equation (3)). A universal value of v is used between the microscale and macroscale
models. Equation (12) is solved iteratively along with Equation (1) to obtain a converged
interface temperature, T;, and evaporation mass flux, 7i1”’. Due to the nonlinear relationship
between T; and 71", an under-relaxation factor of 0.1 is used for T; to ensure convergence.
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2.2. Lubrication Approximation
The Navier-Stokes equations are reduced under the lubrication approximation,

10/ ou\ 1dp
rar<r8r> = dx 13)

where u is the liquid velocity in the x-direction (Figure 3). Equation (13) is integrated
analytically, using a no-slip boundary condition at the solid wall and surface tension-driven
Marangoni stress at the interface,

atr =R, u=20
du dTi
atr—R_h, _VE—O—TE

resulting in the velocity profile through the thin film, u(r),

u(r) = o ( > + (R h)lnr>8x(x)+( . Inr>aTax(x) (14)
To reduce the computational load in the microscale model, the mass flow I' through
the thin film is analytically integrated using Equation (14), to obtain its relationship with

the liquid pressure gradient %,
R
I'(x) = 2mp; / , u(r) rdr (15)
R—
dor ITi(y oy R\ &L !
ap R—h ox R—h 7to; h(2R — h)(R — h)?
M= 2 (16)

R
1—|—2<1—21nR_h)+ =0E

2.3. Numerical Solution

Equations (9), (10), (12) and (16) are solved simultaneously with Equation (8) using a
fourth-order Runge-Kutta method, similar to previous studies [16,67]. The solution starts
at h = 10 um, with initial values of hy and hyy obtained from the bulk meniscus shape
(Equation (2)) to ensure C? continuity in the interface shape. The values of hg, ki, p;, py,
and o are calculated as functions of T;, and py is calculated as the saturation density at T
using curve fits of data obtained from the NIST Standard Reference Database [89]. Wall
temperature data from the previous CFD iteration are fitted to obtain a continuous function
Tw(x), which is used as the thermal boundary condition in the current iteration. A fixed
step-size of Ax = 10~% m was used due to the high stiffness of the thin film evolution
equation and to provide adequate resolution near the adsorbed region, where film height is
anticipated to be ~ 1077 m and 7"’ undergoes large gradients. The solution is terminated
when 77" = 0 within a tolerance of 10~ kg/m?s. Algorithm 1 describes the logical flow of
the microscale model. Algorithm 2 describes the computation of the derivative function
required for the numerical integration in step 5 of Algorithm 1.

https://doi.org/10.3390/ fuels7010003
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Algorithm 1 Logical flow of the microscale model

1: Input: Initial &, hy, hyy at x, = 0 from the bulk meniscus, wall temperature data from
CFD, py», A, M, material properties (hfg, k1, p1, po, 1, 0) as functions of temperature and,
reduction factor .

Set: Step-size Ax = 1078 m.

Define: T, (x) as a curve-fit of the CFD wall temperature data.

Define: H, = {h, hy, hyx} at x, = 0.

Solve: The initial value problem using fourth-order Runge-Kutta, with initial condi-
tions (x,, Hy,), and derivative function evolution (Algorithm 2).

6: Terminate: The Runge-Kutta loop, when 71" = 0.

7. Calculate: S;;; and Sy using Equations (21) and (23), respectively.

8: Return: S;, and Syg to CFD simulation.

Algorithm 2 evolution function used in step 5 of Algorithm 1. The evolution function
inputs x and H = {h, hy, hyy } for the current Runge—Kutta step and returns the derivative
Hx = {hx/ hxxr hxxx}

1: Input: (x, H), Ty(x), po, A, M, material properties (heg, k1, 1, Po, p1, 0) as functions of
T and, reduction factor +.

2: Calculate: T; using T, and 7y as inputs to Equation (3).
3: Solve: Iterate Equations (1) and (12) using T, until T; converges to a tolerance of 1074,
4: Calculate: a using p, and p; as inputs to Equation (5).
5: Calculate: The interfacial temperature gradient using a finite-difference between the
t and previous RungeKutta steps, 1 — 1=
current and previous Runge-Kutta steps, - = Ax d.H -
6: Calculate: The disjoining pressure gradient using / and hy, i x,
d aT;
7. Calculate: The surface tension gradient, d—(; = (TTchl
8: Calculate: Liquid pressure gradient using or, T;, I, and p; as inputs to Equation (16).
do d I1
9: Calculate: hyyy using h, hy, hyx, R, 0, %, d—;;l and, Tr as inputs to Equation (8).

10: Return: Hy = {hy, hyx, Bxxx }-

3. Multiscale Coupling

The microscale evaporation model is implemented within an Ansys Fluent™ 2023
R2 CFD simulation using User-Defined Functions (UDFs). All simulations are run using
a steady-state SIMPLEC solver with a laminar viscous model due to the low evaporation
rates, which result in low velocity gradients. This section details the two-way coupling
established between the CFD simulation and the microscale evaporation model. At each
iteration of the CFD simulation, temperatures from the solid wall adjacent to the cutoff
(Figure 4d) are extracted, tagged with their respective x-locations, and sent to the microscale
evaporation model (Algorithm 1). When the microscale model is evaluated, the evaporating
mass and the associated latent heat loss are returned to the CFD simulation as source terms

M

to be implemented at the current iteration. Ansys Fluent™™ solves the governing equations

in volumetric form [47],

p(ii - V)il = —Vp + uV2i+pg (18)
T

OV - (iiH;) = kV2T + S~ where Hy = / ¢p dT (19)
T,

where i is the velocity, § is the gravitational acceleration, ¢, is the specific heat, and H; is
the sensible enthalpy of the respective phase. S, is a mass source term used to add the
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evaporating mass to the vapor phase. The mass flux distribution along the transition thin
film solution is integrated to calculate the source terms.

1
Sm = / / " dA 20
" Veell S ( )
T N 1/2
i Y ! [(R —hjy1) — (R— hj)] [(thrl — 1) + (xj41 — %)) (21)
cell j—1

where N is the number of Runge-Kutta steps in the microscale solution and V¢ is the
cell volume of the vapor mesh cell adjacent to the cutoff where the evaporating mass is

tTM uses a reference

added (Figure 4d). For the integral in Equation (19), Ansys Fluen
temperature, T,of = 298.15 K. Therefore, to set the temperature of the evaporating mass,
a heat balance source term, Sy, is used in Equation (19), which accounts for both the
reference temperature correction and the latent heat. The evaporating mass is added at
the mass flux-averaged interface temperature, T;, of the transition thin film to account for

latent heat.

N
L S i
B / m//(x) Tj(x) dx ];1 m] Tz(x])
T =20 N — (22)
/m”(x) dx 1!
0 . /
j=1

Sup = _SmCP(Tref - Tl) (23)

To promote convergence between the CFD simulation and the microscale model,
an iterative routine is established (Figure 5). The CFD simulation with the macroscale
meniscus model is run for the first 100 iterations with no source terms from the microscale
model. This allows temperatures near the cutoff to approach physical and stable values.
The microscale model is then executed at every fifth iteration of the CFD simulation to
calculate and update the source terms, S;; and Syg. The source terms are held fixed for the
next four iterations, and the CFD simulation is allowed to partially converge. After five
iterations, the microscale model is executed again, and the process is repeated. Executing
the microscale model every fifth iteration allows for the CFD simulation to attain a pseudo-
converged state at the previous value of the source terms before they are updated again.
This feature is vital to overall stability as the CFD simulation requires more iterations than
the microscale model to converge. If the source terms were updated in every iteration,
the CFD solution lags behind and is always trying to catch up with the rapidly changing
microscale model, posing a threat to numerical stability. The convergence of the overall
solution is monitored by the residuals of the CFD simulation, which are allowed to reach
1073 before the solution data is extracted. On average, it took 1000 iterations to achieve this
residual limit across all simulations. However, it is vital to note that Fluent residuals are
normalized. Results from simulations of the cryo-neutron experiments and comparison
with prior studies are discussed in the following section.
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Figure 4. The CFD domain of the cryo-neutron experimental setup is visualized. The approximate
mesh cell sizes in a region are shown as values of J. (a) The relative position of the elements within the
cryostat is shown. The approximate locations of the thermocouples (Sensors 1-4) used to characterize
the heat transfer through the domain (Section 4.1) are shown. To scale drawings of the CFD domain
are available in the supplementary material of Ref. [49], and precise locations of the thermocouples are
available in Ref. [35]. (b) The bulk meniscus shape is obtained from solutions to Equation (2). (c) The
computational mesh is structured along the meniscus to implement the macroscale evaporation
model. (d) The meniscus is terminated at a distance of 10 um from the wall and a cutoff is introduced.
The transition thin film region below 10 pm is shown with a dashed line. Source terms from the
microscale model are implemented in the vapor phase adjacent to the cutoff to simulate the transition
thin film.
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CFD setup,
Sn =0,
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iter=20

!
Iterate
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Ty from CFD
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)
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converged?
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Sm and SHB

Figure 5. Flowchart describing the two-way coupling between the CFD simulation and the microscale
model. The microscale model is implemented within the CFD simulation framework and is updated
every 5th iteration. Convergence is said to be achieved when all CFD residuals are below 10-3.

4. Results and Discussion

CFD simulations of the cryo-neutron experiments (Section 1.1) are performed in Ansys
Fluent™. Contact resistances were applied at all solid-solid interfaces inside the cryostat
environment [90]. The current work uses data from the 10 mm diameter cylindrical test
cells made of SS 316 (tc2) and Al 6061 (tc4) obtained from the experimental dataset [36].
The heat transfer from the heater to the test cell is first validated with “dry” tests conducted
with an evacuated cell, and the multiscale model is then applied for the “wet” tests, which
involved liquid-vapor phase change.
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4.1. Validation with “Dry” Cell Tests

To validate the mesh and ensure that heat transfer is accurately captured, “dry” test
data from the experimental dataset [36] is used. In a “dry” test, the test cell was completely
evacuated, and the cryostat was subjected to heating and cooling cycles while the test
cell temperatures were measured. Four sensors, located at various points on the test
cell (Figure 4a), recorded the temperatures with an accuracy of £0.25 K. Thermal cycling
tests were performed to characterize the heat transfer characteristics in the absence of
Hydrogen, i.e., no phase change. We have reconstructed the cryostat domain based on the
data provided by the experimental team [35,36] using an axisymmetric approach as shown
in Figure 4a. Using the experimentally set heater temperature as input, the CFD model is
run with a 1-second timestep. The mesh refinement was progressively increased till the
modeling results matched the experimental results. Figure 6 shows a comparison of the
transient time trace of the final mesh as the domain was thermally cycled. Experimental
data from the middle sensor (sensor 2) is compared with the corresponding simulation
value to show excellent agreement. The simulated sensor temperatures are within the
experimental uncertainty. The “dry” test simulations show that the CFD model accurately
predicts the thermal-fluid dynamics in the domain.
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R
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Figure 6. Validation of the thermal response through the CFD domain is performed by comparison
with experimental “dry” test data. Data for sensor 2 is shown for the SS 316 (tc2) and Al 6061 (tc4)
cells. (a) Shows time variation in the sensor temperature. (b) Sensor 2 data shown as log-difference.

4.2. Results from “Wet” Cell Tests

Following the “dry” test simulations, the microscale model is implemented in the
CFD simulation and coupled as discussed in Section 3. Table 1 details the different cases
that were simulated for the 10 mm SS 316 (tc2) and 10 mm Al 6061 (tc4) test cells. In each
case, the pressure, heater temperature, and total evaporation rate are available from the
experimental dataset [36]. The ultra-low evaporation rates allow for the use of a quasi-
steady approximation to simulate an instantaneous moment during the evaporation process
(Figure 1). The sensor temperatures, wall temperature in the vicinity of the cutoff, thin
film evaporation rate, and vapor mass flow leaving the outlet were used as convergence
monitors. Simulation was deemed converged when variations in the temperatures were
£0.005 K and all other quantities were within 0.5% for 100 iterations. This coincided with a
continuity residual of 1073 in the Fluent model with Energy residuals below 10°.

The evaporating mass added to the vapor phase is allowed to leave the domain through
the pressure outlet at the top of the test cell. Figure 7 shows the temperature gradient from
the heater to the test cell and the evaporation-driven flow patterns in the vapor phase. The
non-uniform evaporation flux along the liquid-vapor interface induces recirculation near
the heated wall (see Figure 7c). High evaporation rates near the three-phase contact line are
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captured by the microscale model, resulting in higher vapor velocities in this region. The
overall effect is a jet-like flow of vapor from the vicinity of the contact line to the central
outlet, resulting in recirculation near the wall and top corner. Similar flow patterns were
observed in the work of Khrustalev and Faghri [91].

Table 1. Results and comparison with experiments and prior computational studies. The experimental
results have a 5% error. Evaporation rates, 11, are reported in pg/s. All studies used a cutoff
length of 10 um. Bulk and thin film (tf) values refer to contributions from above and below the
cutoff, respectively.

Yasin and
Cryo-Neutron Experiments [35] Present Study Bellur et al. [16] Bellur

[49]
Test Cell Run Pressure (kPa) tilexp Motal Mpulk m Whulk Tilyg Hipulk
tc2 1 120.9 16.43 16.40 11.94 4.46 14.17 2.25 16.93
(10 mm 2 88.32 17.27 17.20 12.83 4.37 14.72 2.49 17.27
S5316) 3 201.96 21.39 21.56 16.19 5.36 18.54 2.84 21.40
ted 1 121.3 55.50 55.26 46.09 9.17 43.74 11.18 54.67
(10 mm 2 87.9 55.20 55.25 46.14 9.11 43.44 11.75 54.95
Al 6061) 3 200.05 93.12 92.80 79.02 13.78 73.89 19.22 91.71

4 226.84 77.31 77.84 63.63 14.21 62.85 14.47 —

Figure 8a shows the evaporation mass flux along the entire liquid-vapor interface.
This is represented as a function of the normalized interface length (distance from the apex
normalized by radius). There is a general increase in the mass flux from the apex of the
meniscus towards the contact line, which the model captures. The increase is gradual in the
macroscale region, but rapid in the microscale thin film region. The blue dots represent the
fluxes extracted from the cell centroids of the macroscale domain. As the film approaches
the wall, the CFD mesh begins to experience enhanced skewing, leading to unreliable noise
in its values. However, mass flux values from the macroscale and microscale models are
in good agreement and exhibit CY continuity at the cutoff (see Figure 8a inset). The peak
mass flux in the thin film region is found to be nearly an order of magnitude greater than
the apex of the meniscus, highlighting the importance of the microscale model. The flux
quickly reduces to zero as the film thickness approaches the adsorbed film.

Figure 8b provides a closer look at the results of the microscale model. The two-way
coupling between the microscale model and the CFD simulation allows the evaporation
mass flux to influence the wall temperatures. Mass flux in the microscale model increases
rapidly until the effects of disjoining pressure dominate the system, causing the evapo-
ration rate to plummet to zero, forming an adsorbed film. The phase change induced
Marangoni stress [92] and disjoining pressure impact the shape of the liquid-vapor in-
terface. Figure 9 shows the interface shape in the transition thin film region. Interface
shape predicted by the microscale model shows good agreement with the Young-Laplace
equation (Equation (2)) away from the solid wall; however, the solutions deviate near the
wall. Adsorbed film thicknesses of 100-128 nm and 62-75 nm are obtained for the SS 316
and Al 6061 cells, respectively.

In the present study, a cufoff distance of 10 ym was chosen to maintain consistency
with prior studies [16,49,90,92]. However, this measure is arbitrary and can be adjusted
to best fit the application of the model. The low contact angle of Hydrogen causes mesh
cells in the liquid phase to become skewed as the meniscus approaches the cutoff region.
This results in higher variance in the macroscale evaporation calculations. Mass flux data
from the CFD mesh cells is shown as blue dots in Figure 8a and can be seen deviating
from the mean value closer to the cutoff. This computational limit prohibits a smaller
cutoff length from being used. Larger cutoff distances were tested and were found to
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reduce the variance. Conversely, the choice of the cutoff length dictates the starting film
height for the microscale model, where the lubrication approximation forms the basis of
the hydrodynamic model. Therefore, a larger cutoff would increase the aspect ratio of the
region, making the lubrication approximation invalid. A cutoff distance of 10 um is found
to be optimal.

(b) (@)
Outlet

o— Heater

23.00 K

v

Vapor
Hydrogen

Liquid
Hydrogen

Helium

Figure 7. CFD results for the 10 mm Al test cell (tc4 run 1) are shown. (a) Contour lines showing the
gradient in temperature from the heater to the test cell. (b) Inside the test cell, a temperature gradient
results from the evaporative cooling caused by the non-uniform mass flux. (c) In the vapor phase, the
evaporating mass leaves the interface and flows towards the pressure outlet at the top of the test cell.
Higher evaporation velocities are seen near the solid wall due to the high evaporation flux from the
transition thin film region. This results in a jet-like flow from the contact line to the central outlet at
the top, as indicated by the dashed arrow.
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Figure 8. Results of the evaporation models. (a) Mass flux from the microscale and macroscale models
is shown along the normalized interface length, defined as the ratio of the position along the interface
to the test cell radius (Figure 4). The horizontal axis ranges from the center of the test cell to the solid
wall and is normalized by the test cell’s radius. Macroscale mass flux data from CFD cell centroids are
shown in blue dots along with a polynomial fit. Mass flux increases closer to the solid wall and peaks
in the transition thin film region before dropping to zero in the adsorbed film. (b) The microscale
model resolves the peak in evaporation flux and variations in wall and interface temperatures.
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Figure 9. Interface shape obtained from the microscale model, in the 10 mm Al test cell (tc4 run 1), is

compared with the solution from Equation (2). The solutions show agreement at the 10 pm cutoff

distance, but deviate closer to the solid wall.

4.3. Comparison with Experiments

To compare the results of the multiscale model with experimental measurements, the
mass flux distribution (Figure 8a) was integrated over the interfacial surface area to obtain
the total evaporation rate.

N+N,,

1 = //riz” dA ~ 7 Z‘i m;’(r]?H —r]z) (24)
]:

where N is the number of CFD mesh cells along the meniscus and N, is the number of steps
in the Runge-Kutta solution of the microscale model. Table 1 shows the total evaporation
rate for three experimental runs in the 10 mm SS 316 test cell and four experimental runs
in the 10 mm Al 6061 test cell. Evaporation rates from the multiscale model agree with
experimental measurements within 1%. Contribution of the transition thin film region to
the total evaporation rate is found to be between 24-27% in the SS 316 test cell and 14-18%
in the Al16061 test cell.
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4.4. Comparison with Prior Models

Table 1 also compares the results of the present work with prior computational studies.
The current study’s results qualitatively concur with Bellur et al. [16]. However, a few key
discrepancies can be observed in the contributions from the microscale and macroscale
models. Bellur et al. [16]’s multiscale model was built with one-way coupling, i.e., the mi-
croscale evaporation did not influence the macroscale domain. This one-way coupling does
not accurately account for the relative contributions from the microscale and macroscale
models. This is clearly seen in the SS 316 test cell, where the current two-way coupled
model predicts a higher contribution from the microscale region compared to the one-way
coupled model by Bellur et al. [16]. This is attributed to the relatively low thermal conduc-
tivity and high heat capacity of SS 316 when compared to Al 6061. This results in reduced
and hindered heat transfer, higher wall temperatures, and severe maldistribution despite
enhanced evaporation (refer to the wall temperatures in Figure 10). In contrast, Al 6061 has
much higher thermal conductivity and exhibits lesser variation in wall temperature, leading
to a more moderate microscale evaporation contribution that matches with Bellur et al. [16].
This indicates that two-way coupling of the evaporation models is critical in cases where
the solid wall exhibits lower thermal conductivity, but may suffice in ultra-low evaporation
cases where the thermal conductivity is high.

Vapor

|
|
|
) !

—ou N [— 10 mm AL, 7}, =21.12 K
& |

| | |=———10mmSS, T} =21.09 K
s I
A & i
|
Liquid E —00zl |
= |
3 |
\ I

> | . .
-15 -10 -5 0 5 10 15

Length Along the Wall, z (mm)

Figure 10. The variation in scaled wall temperatures with the bottom wall temperature (T;) along the
inside wall for both SS 316 (tc2) and Al 6061 (tc4) cells are shown. The location of cutoff is marked
at x = 0. The positive x-direction denotes the vapor phase and the negative x-direction denotes the
liquid phase. A localized drop in temperature is seen around the cutoff due to the high evaporative
cooling caused by the transition thin film. The localized cooling in the SS 316 cell is more pronounced
due to the lower thermal conductivity. This suggests a higher thin film contribution in the SS 316 cell
compared to the Al 6061 cell.

Comparison with Yasin and Bellur [49] highlights the issue of overprediction with bulk-
only evaporation models. In such models, the microscale contribution is completely ignored,
and the contribution from the macroscale is artificially overpredicted to compensate for
this shortcoming.

4.5. Novelty and Code Availability

In this work, we have developed a two-way coupled multiscale evaporation model
housed inside a popular commercially available CFD software—Ansys Fluent™. The
model incorporates a spatially varying mass flux using accommodation coefficients that
are computed in situ from macroscale CFD parameters. This is a significant improvement
over prior models that use this coefficient as a tuning parameter that is varied over several
orders of magnitude [44,46,49-51]. Here, we find that the a has a value between 0.584-0.586
and varies minimally over the interface. Enhanced thin film evaporation at the contact
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line is captured through a subgrid microscale model (using Runge-Kutta solvers) and
is coupled with the bulk CFD using custom User-Defined Functions (UDFs). The model
accurately captures the non-monotonic variation in mass flux across the multiscale interface.
Continuity in the mass flux between the macroscale and microscale models is achieved.
The multiscale model is built such that it only requires global parameters such as vapor
pressure, Bond number, container geometry, and appropriate thermal fluid properties, all of
which are typically known a priori. The primary novelty in the current work is that there is
no need for arbitrary tuning parameters to match experimental results or attain numerical
convergence, as has been the case with prior models. To the authors’ best knowledge, this
is the first two-way coupled multiscale evaporation model (with thin film contribution)
housed inside a commercial CFD software and is devoid of explicit tuning parameters.
Furthermore, the present model can be easily added to an existing CFD framework through
custom UDFs. We provide our UDFs for implementation in Ansys Fluent™, but this can
be replicated for other CFD environments. Details regarding the UDF code, the compilation
process, and implementation can be found in the associated GitHub repository (v1.0) [93].

5. Summary and Conclusions

As the world transitions to green fuels, such as Hydrogen, evaporative modeling is
vital, particularly for long-term storage and transportation in its cryogenic liquid state.
During the Space Shuttle Program, over 40% of the liquid Hydrogen was lost to vapor-
ization during storage and transportation [12]. A robust multiscale evaporation model
is needed to solve this problem [14]. However, existing evaporation models are riddled
with assumptions and simplifications that limit their applicability and overall confidence.
Drawbacks include, but are not limited to: arbitrarily chosen accommodation coefficients,
guessed boundary conditions, neglect of contact line phenomena, etc. These cause issues
such as extensive tuning and overprediction of bulk evaporation, leading to ill-informed
designs for fuel storage technology. The present study attempts to address these issues by
developing multiscale, two-way coupled evaporation model devoid of arbitrary tuning
such that it can be easily integrated into the Ansys Fluent™ framework. The present
study employs the following key features to provide an accurate modeling of Hydrogen
fuel evaporation:

* Two-way coupling between the microscale thin film model and the macroscale
CFD model.

*  Numerical conditioning that also improves the time complexity of the simulation.

*  Transition state theory-based non-uniform mass accommodation coefficients.

*  Physics-based parameter, 7y for approximating temperature in the Knudsen layer.

The study has shown the importance of contact line phenomena as evidenced by the
high contribution (up to 27%) from the microscale thin film region near the wall. Further,
the wall temperatures in the vicinity of the contact line are non-uniform, contrary to many
prior models. A numerical treatment of the multi-scale approach is discussed, highlighting
the complexity of coupling the different length scales and methods to achieve stability
across them. The results of the present study can be summarized as:

(a) The thin film region exhibits an enhanced evaporation mass flux. Peak mass flux
in the thin film is found to be close to an order of magnitude greater than the
macroscale bulk region.

(b) The thin film contribution was observed to be between 14-27% of the total
evaporation rate.

(o) One-way coupling (where the bulk influences the microscale thin film but not vice-
versa) under-predicts the contribution from the microscale thin film region for cases
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where the solid wall has low thermal conductivity, such as stainless steel. For such
materials, the two-way coupled model is recommended.

(d)  The accommodation coefficients are strictly allowed to vary along the liquid-vapor
interface, but the variation is found to be minimal (<1%) for the cases tested in the
present study.

(e) The UDF code package is made available to facilitate replication and serve as a
starting point for further studies.
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Nomenclature

A Area m?

A Hamaker constant )

Bo Bond number -

c Parameters in Equation (4) -

Cp Specific heat J/kgK

f Dimensionless height -

h Meniscus height m

hy First Derivative of Meniscus height -

Nyx Second Derivative of Meniscus height 1/m

hyg Enthalpy of vaporization J/kg
Sensible Enthalpy J/kg
Area-averaged molar flux mol/m?2 s
Thermal conductivity W/mK
Phase change rate kg/s

""" Phase change mass flux kg/m? s

Molar mass kg/mol
Number of Runge-Kutta steps -
Pressure Pa
Radius m

Dimensionless radial distance -

FSHNL YRR YIS 2z TeT
o}

Radius of test cell m
Universal gas constant J/mol K
Mass source term kg/m>s
Heat balance source term W/m?
Temperature K

Mass flux-averaged interface temperature K
Volume m3
Distance along thin film m
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Mass Flow kg/s
Parameter in Equation (2) -

Greek Symbols
o Accommodation coefficient -
B Ratio of evaporation and condensation coefficients -
0% Vapor temperature reduction factor -
1 Mesh size wm
0 Contact angle rad
K Surface curvature 1/m
U Viscosity Pa-s
A Parameter in Equation (2) -
IT Disjoining pressure Pa
4 Density kg/m?
o Surface tension N/m
r
4
i

Velocity m/s
Subscripts and Superscripts
cell ~ Mesh cell

C Condensation
HB Heat balance
i Interface

I Liquid

LH Latent heat

m Mass

M Molar

ref Reference

sat Saturation
surf Interfacial surface
tf Thin film

v Vapor
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